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• MD: endothelial function

• mathematical modelling of systemic/pulmonary circulation

• inpatient CBG data analysis

• patient risk stratification

• system performance analysis (clinical unit / individual operator)

• just-in-time education for ward staff

• SCI diabetes data analysis

• HbA1c variability and outcome in T1DM

• multiscale / multiparameter variability and outcome

• Machine Learning

• ANN vs logistic regression vs clinician prediction of DM type at 

diagnosis

• myDiabetesIQ

• THINKINGAI group – University of Birmingham



SCI-Diabetes

‘we have (one of) the best datasets in the 

world, so there is an opportunity to build 

high quality algorithms to understand 

relationships within diabetes data…’

what questions to address?



initial questions / prediction problems chosen

i. suggest best next therapy / combination of therapies to achieve 

goals in multiple domains (hba1c reduction / blood pressure / 

mortality etc)

ii. predict complications (LLA, CV events)

iii. predict acute complications (hypoglycaemia etc)

iv. predict diabetes type at diagnosis, identify MODY etc



Innovate UK (Digital Health Technology Catalyst)

1M grant 2018-2021



To generate a prediction of an individual’s response to any given clinically 

appropriate drug / combination of drugs - drawing on insight gained from 

the population over time.

or

what is/are the next best drug(s) for my patient?

Question 1



ADA / EASD, 2015 SIGN 154, 2018



what is the next best drug(s) for my patient?

virtual n = 1 drug trial

eg what drug should I prescribe to give this patient the best chance of having an 

HbA1c <60mmol/mol, with a reduction in blood pressure and BMI in 1 year?

taking into account their individual history of:

• HbA1c / BMI / blood pressure

• previously prescribed combinations of drug 

therapies

• how previous drugs have impacted on HbA1c / 

BMI / blood pressure

• sex

• age

• ethnicity

time series

stable over time
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managing time series data – numerical data



managing time series data – 2

numerical time series

managing missingness

• imputation

• lvcf / other

• interpolation – spline / linear

• masking

scaling / normalisation



managing time series data – prescription data



month 0 month 3 month 6 month 12 month 18

MF MF

GLP1

MF

GLP1

SGLT2

MF

MF GLP1_MF GLP1_MF_SGLT2

Drug Sentence: MF, GLP1_MF, GLP1_MF_SGLT2, GLP1_MF

MF

GLP1

GLP1_MF

Embedding -> numerical vector

input into RNN / LSTM

managing time series data – 3

drug combinations as words - for natural language processing approach



Recurrent Neural Network (LSTM)

extracts information from sequence of input

multi-dimensional RNN extracts information from the interactions between input 

sequences over time



schematic of RNN/LSTM 

based classifier



training, validation and withheld test sets



SCI diabetes
data input

visualisations
etc

environments used:



HbA1c

SBP

BMI

Drug 

Combinations

outcome measure of interest

runin period test period

eg

change in HbA1c

change in SBP

change in BMI

(or final values for regressor version)

training data structure



HbA1c

SBP

BMI

Drug 

Combinations

predictions

runin period test period

eg

change in HbA1c

change in SBP

change in BMI

(or final values for regressor)

using the model to predict response

test drug 1

test drug 2

test drug 3

test drug 4



bidirectional LSTM classifier

i. simple classification endpoint:

eg

• probability of a 10mmol/mol reduction in hba1c at 1y

• probability of achieving HbA1c in range 48 - 60mmol/mol at 1y

ii. composite endpoints:

eg

probability of achieving HbA1c 48 - 60mmol/mol, with a SBP of  

<140mmHg
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last measured BMI at end year 4

simple problem: which of 4 combinations most likely to reduce hba1c by 10mmol/mol?



more complex problem: which of 16 combinations most likely to reduce hba1c to <60mmol/mol

without causing weight gain?

last measured BMI at end year 4
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drug combinations (400)

probability of HbA1c reduction >10mmol/mol at 1y n = 1450 (initial HbA1c >60mmol/mol)
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best combination to achieve HbA1c <60mmol/mol, with reduction in BMI

best combination to achieve HbA1c <60mmol/mol, with reduction in SBP



regressor

remove sigmoid activating function from final layer

-> returns value that can be mapped to predicted outcome value (eg HbA1c)



schematic of RNN/LSTM 

based regressor

auxiliary 
output
(value)

main output
(value)



model as regressor – prediction of HbA1c at 12 months vs actual
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representation of predicted drug effects

comparator (baseline) drug combination
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classifier – AUC (modelling actual drug therapy) 0.75 – 0.85

regressor – r2 ~0.65

current performance

ongoing work

optimise neural network / layers used (LSTM vs convolutional etc)

explore alternative techniques (Gokhale/Tino baysian inference 

approach etc)



imbalanced classes

stochastic variation

hyperparameter tuning

diabetes classification issues

data sharing

some current issues

downsampling / upsampling approaches

k-fold validation / averaging multiple runs

increase computational power / use small 

samples

unsupervised reclassification

synthetic data generation



diabetes classification issues



MSc (Stratified Medicine) project 2017



MSc (Stratified Medicine) project 2017



MSc (Stratified Medicine) project 2017







problem

are labels accurate?



problem / opportunities

1

to clean existing data

2

to investigate a data-driven, time series based classification

3

to find ‘missing’ diagnoses (MODY etc)



unsupervised approach

self organising map

ANN that allows dimensionality reduction

eg

2 dimensional representation of 

multidimensional input

in this context – can make assessment of 

probability of the correct label being applied

clean existing data



clean existing data

combined supervised / unsupervised 

approaches

+add human into the loop



supervised 

analysis

algorithm 1

prediction 1

assess likely 

accuracy of 

prediction 1

above 

threshold

output

classification

below 

threshold

send to 

reviewer

‘clinical’ 

prediction 2

feedback & relabel 

for re-training

unsupervised 

analysis

algorithm 2

input 

dataset

clean existing data



data-driven, time series based classification





2. clustering approach using TS data

• HbA1c

• BP

• BMI

• biochem

• drugs / drug response

Example: pattern mining for BMI trajectory analysis

(THIN data)



3. identify missing diagnoses

difficult as small sample size to work from (but may be confident in label 

accuracy)

upsampling ideal to maximise value from data

synthetic data

potential to help with another problem – data sharing



requirements for synthetic data generator

• generate multi-dimensional time series data

• reflect distributions of individual parameters

• include interactions/associations between parameters over time

• allow training models on synthetic data that will perform well on real data



GANs

arXiv:1406.2661







arXiv:1706.02633

arXiv:1802.06739

https://doi.org/10.1101/159756



real time-series data synthetic time-series data

differential privacy inhibits data leakage

• quality vs security tradeoff

• privacy budgets

• computational limits



beaulieu-jones et al 2017. doi: https://doi.org/10.1101/159756



GAN vs true generated systolic BP distributions – 100 epochs with differential privacy

single time point, 100 ‘IDs’

synthetic ‘true’



synthetic ‘true’

GAN vs true generated HbA1c distributions – 100 epochs with differential privacy

single time point, 100 ‘IDs’



potential uses of GANs generated synthetic data

• balance classes (upsampling)

• with dp implemented – allow data sharing

• with further development can be used as classifier/regressors – may 

provide a general solution to all problems discussed
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