
Chris Sainsbury

Queen Elizabeth University Hospital, Glasgow

NHS Research Scotland (NRS) Senior Fellow

Hon Senior Research Fellow, University of Birmingham

personalising risk prediction in diabetes using machine learning

bridging the gap between RCT and RCD

@csainsbury

http://glucose.ai

http://glucose.ai/




• Predict outcomes for individuals vs populations

• Access information from complete dataset (TS / text etc)



population level outcomes Logit as basis for many current clinical risk 

scoring systems





? more ambitious use of data resources available 



SCI-Diabetes

>99% population coverage

~120 000 IDs with DM NHS GGC

comprehensive dataset

primary/secondary care results:

phenotyping information

HbA1c, BMI, BP, bloods, prescriptions



i. Large amounts of routinely collected data (RCD) are unused in clinical 

decision making

ii. Clinical decisions are largely made on the basis of summary information 

(averages / snapshots)

iii. Clinical guidelines are based on randomised controlled trial (RCT) data

iv. RCTs not representative of the vast majority of the real world population 

(comorbid, elderly individuals excluded)

v. RCD (retrospective cohort studies) analyses not highly regarded due to 

potential hidden biases etc

we think in RCT-space, but work in RCD-space

data context



i. Tackle the problem of summary data use by constructing analyses that 

use time series information

ii. Extend analyses into additional data types (text)

iii. Calibrate RCD cohort investigations to RCT trial data – understand 

associations and biases

iv. Explore the effect size of interventions in populations that reflect the real 

world (comorbid, elderly etc)

overall approach



predict the response (effect size within a specified domain) to an 

arbitrary intervention in an arbitrary population (or individual)

report effect size in both RCD and RCT-space

- predict optimum therapy choice for an individual / population 

(decision support)

- predict at-risk populations for adverse events (decision support)

- investigate potential for indication expansion for existing therapies 

(trial design)

- Investigate sources and size of hidden biases



58 y male

Type 2 Diabetes - 8y duration

No other diagnoses

HbA1c 67

73 y male

Type 2 Diabetes - 3y duration

COPD

HbA1c 67

80 y female

Type 2 Diabetes - 20y duration

COPD, Psoriatic Arthritis, Ca Breast

HbA1c 67

Increasing complexity

More like real world

Less like evidence / guidelines

Harder clinical decision making
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Case 1

clinical context simple

actual decision making remains difficult

guidelines (in DM at least) ambiguous / open

fine for specialists – not so much for generalists / primary care etc

theme 1 drug response prediction in diabetes:

(virtual n=1 drug trial)

myDiabetesIQ

related projects – DeepMind collaboration / similarOme



Innovate UK (Digital Health Technology Catalyst)

1M grant 2018-2021



ADA / EASD, 2018 Davies, Melanie J., et al . 2018. Diabetologia 61 (12): 2461–98.



what is the next best drug(s) for my patient?

virtual n = 1 drug trial

eg what drug should I prescribe to give this patient the best chance of having an 

HbA1c <60mmol/mol, with a reduction in blood pressure and BMI in 1 year?

taking into account their individual history of:

• HbA1c / BMI / blood pressure

• previously prescribed combinations of drug 

therapies

• how previous drugs have impacted on HbA1c / 

BMI / blood pressure

• sex

• age

• ethnicity

time series

stable over time



Methods – general approach

HbA1c

blood pressure

BMI

drug history

age

ethnicity

sex

drug A

drug B

drug C

drug A + B

drug A + C

drug B + C

drug A + B + C

etc

predict

HbA1c

blood pressure

BMI

mortality risk

complication risk

known information per individual test conditions output



raw data

cleaned time series data

interpolated TS data

standardisation

neural network

classification output

assess output vs ground truth

assess output vs established 

method

pre-processing

data analysis / prediction

output analysis / 

performance assessment

Workflow
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managing time series data – numerical data



managing time series data – prescription data



month 0 month 3 month 6 month 12 month 18

MF MF

GLP1

MF

GLP1

SGLT2

MF

MF GLP1_MF GLP1_MF_SGLT2

Drug Sentence: MF, GLP1_MF, GLP1_MF_SGLT2, GLP1_MF

MF

GLP1

GLP1_MF

Embedding -> numerical vector

input into RNN / LSTM

managing time series data – 3

drug combinations as words - for natural language processing approach



schematic of neural network classifier



HbA1c

SBP

BMI

Drug 

Combinations

outcome measure of interest

runin period test period

eg

change in HbA1c

change in SBP

change in BMI

(or time-point standardised values for regressor version)

training data structure



HbA1c

SBP

BMI

Drug 

Combinations

predictions

runin period test period

eg

change in HbA1c

change in SBP

change in BMI

(or final values for regressor)

using the model to predict response

test drug 1

test drug 2

test drug 3

test drug 4



training, validation and withheld test sets



nn output vs logistic regression

HbA1c TS vs HbA1c median / CV

8 year runin analysis : outcome: all-cause mortality at 3y

nn output

AUROC 0.6 

logistic regression

AUROC 0.51

predicting mortality at 3y



T1 multistep n=26860

target = gradient of line
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drug combinations (400)

probability of HbA1c reduction >10mmol/mol at 1y n = 1450 (initial HbA1c >60mmol/mol)



Insight from text data



free-text entries

Clinically significant outcomes

eg

mortality

readmission

HbA1c

CNN

bidirectional RNN

Embedding

(trainable dimensionality reduction)



Initial results - 3 year runin analysis

Target: 1y mortality

AUROC 0.63

(current best performance 0.76)



demographic data

numeric categorical TS

numeric continuous TS

categorical TS

text

mortality

hospital admission

HbA1c

Blood Pressure

BMI

input features training targets final output

optimum drug

(per domain)



what will the output look like?



Ad hoc 

- at time of consultations / other clinical contact

- on request

- via SCI diabetes frontend

‘Surveillance’ analysis: tackle therapeutic intertia

- batch analysis: custom group / clinic / population level

- ? 3 / 6 / 12 monthly

- lead to prompting of prescription change if seems beneficial

- ?ultimately opt-out / automatic prescribing approaches

Timing of information delivery



Most granular

Least granular / summary data / action points

Detail of level of risk per domain (HbA1c / mortality etc)

Treatment options in detail – likely effect of each treatment on 

each domain

Best option drug / combination



granular prediction 

detail

domain 

recommendations

single recommendationuse drug A + C

HbA1c: drug A

BP: drug A+C

BMI: drug C+D

Mortality: drug A+C

A B C D A+B A+C A+D

HbA1c 75 78 82 87 76 78 86

BP 140 135 154 143 134 132 145

BMI 26.4 28.2 27.3 31.3 32.2 28.2 24.2

Various levels of possible output at individual level:



Case 2

clinical context slightly more complex

no good evidence to guide management

forced to extrapolate from multiple (siloed) disease area guidelines

but – many examples in the real world.

can we use the examples within RCD to explore treatment options, and 

relate this to current evidence

theme 2 RCD / RCT calibration

Extend in RCD to multimorbidity and map to RCT space



recreation of trials in real world data

exploration of bias and generation of calibration tool



Gordon, Brett R., Florian Zettelmeyer, Neha Bhargava, and Dan Chapsky. 

n.d. “A Comparison of Approaches to Advertising Measurement: Evidence 

from Big Field Experiments at Facebook.” SSRN Electronic Journal. 
https://doi.org/10.2139/ssrn.3033144.

http://paperpile.com/b/nvhjYH/809S
http://dx.doi.org/10.2139/ssrn.3033144
http://paperpile.com/b/nvhjYH/809S


extension of trial into new (eg comorbid) population



apply 

calibration

apply calibration to express results in RCT space



Case 3

clinical context much more complex

no good evidence to guide management

forced to extrapolate from multiple (siloed) disease area guidelines

this time – not so many examples in the real world.

? can we use generative techniques to develop multiple unobserved 

examples of the rare class

theme 3 generative techniques to augment RCD

related projects – synthetic datasets, rare class identification



requirements for synthetic data generator

• generate multi-dimensional time series data

• reflect distributions of individual parameters

• include interactions/associations between parameters over time

• allow training models on synthetic data that will perform well on real data



Potential applications of synthetic data generator

synthetic data generation

- upsampling rare classes

- potential to help with another problem – data sharing

rare class identification - difficult as small sample size to work from (but 

may be confident in label accuracy)





arXiv:1706.02633

arXiv:1802.06739

https://doi.org/10.1101/159756



real time-series data synthetic time-series data

differential privacy inhibits data leakage

• quality vs security tradeoff

• privacy budgets

• computational limits





1

Theme 1

Drug response prediction

Largely application / implementation problem

Theme 2

RCD / RCT calibration / bias analysis

Application + methodological problems

Theme 3

Generative techniques / synthetic data

Largely methodological



predict the response (effect size within a specified domain) to an 

arbitrary intervention in an arbitrary population (or individual)

report effect size in both RCD and RCT-space

- predict optimum therapy choice for an individual / population 

(decision support)

- predict at-risk populations for adverse events (decision support)

- investigate potential for indication expansion for existing therapies 

(trial design)

- Investigate sources and size of hidden biases
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